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Abstract 

Predicting seismic tremors is a key issue in Earth science because of their overwhelming consequences and vast 

range. In this article we predict the places where earthquakes are likely to occur in the world and on what dates 

the earthquake will occur. With geologic location, magnitude and other factors in the dataset from 

https://earthquake.usgs.gov/earthquakes/feed/v1.0/csv.php updated every minute, we I predict or forecast time 

14 days in the future, places where earthquakes are likely to occur. The application and impact of this 

prediction improving earthquake risk assessment can save lives and billions of dollars in infrastructure and 

planning 
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1. Introduction 

A lot of money and science has been spent predicting where and when the next big earthquake will happen. But 

unlike weather forecasting, which has improved dramatically with the use of better satellites and more powerful 

mathematical models, earthquake forecasting has failed due to the highly uncertain conditions of the weather of 

earth and its surroundings. Now, with the help of artificial intelligence, more and more scientists say changes in 

the way they can analyze large amounts of seismic data could help them better understand earthquakes, predict 

how they will behave and provide faster and more accurate early warnings. This helps assess the risk for many 

real estate developers and developers to infrastructure planning from a business perspective. In addition, many 

lives can be saved through early warning. 

An earthquake is a natural disaster caused by the movement of the earth's tectonic plates due to the release of its 

substantial internal energy. A major earthquake with a magnitude greater than 5 can cause massive deaths and 

massive infrastructure damage worth billions of dollars. 

However, if earthquakes can be predicted, the extent of devastation can be minimized. A complete earthquake 

forecasting procedure should have three types of information: magnitude, location and time of occurrence 

frequency. Since 2005, there have been 28,400 earthquakes with magnitudes over five around the world [1]. 

Figure 1 shows the location of occurrences from January to December 2019 [1]. Looking closely, it was 

possible to see some patterns in the earthquake locations (denoted by the red dots in Figure 1). This type of 

model could give researchers the ability to accurately predict earthquakes. 
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FIGURE 1. 

Earthquakes occurred around the world from January 2019 to December 2019 with magnitudes greater than or 

equal to five on the richter scale. In twelve months, 1637 earthquakes occurred around the world. Data were 

collected from the US Geological Survey and charted using ArcGIS software. The red square represents the 

epicenter of the earthquake. 

Earthquake forecasting can be classified into short-term and long-term processes. Short-term prediction is very 

complex because it predicts earthquakes within days or weeks of their occurrence. Therefore, it should be 

accurate and less false warnings are appreciated. Generally, short-term predictions are used to evacuate an area 

before an earthquake. On the other hand, long-term earthquakes are predicted based on periodic arrival 

earthquakes, which carry a few pieces of information. However, they can help set standards for building codes 

and design disaster response plans. In 2009, the Italian city of L'Aquila was hit by a 5.9 magnitude earthquake 

that claimed the lives of 308 citizens. However, Italy's earthquake forecasting commission predicted that there 

would be no damage, and they did not evacuate the city. Such faulty prediction can lead to a massive massacre 

that takes lives and damages a lot of infrastructure. The scientists involved in that incident were sentenced to six 

years in prison [2]. 

Earthquake prediction models work well for moderate-magnitude earthquakes, but while the tremors are high, 

the results are poor. Large earthquakes cause the most damage and bring the most concern. 

The reason behind this scenario is that there is a smaller number of earthquakes with high intensity and without 

data, prediction becomes very difficult. Predictive studies use historical data regarding an earthquake's energy, 

depth, location, and magnitude from the earthquake catalog. Based on the magnitude of the complete value, 

area-specific earthquake parameters such as b-value parameters are calculated. Machine learning (ML) based 

algorithms calculate seismic indices like Gutenberg Richter value, time delay, earthquake energy, average 

intensity etc. [3]. Instead, deep learning (DL)-based models can compute thousands of sophisticated features by 

themselves [4], [5]. 

Since ML and DL-based models are data-driven and earthquakes themselves occur in some cases, it is difficult 

to predict them based on historical data. Some methods of predicting large earthquakes by training them 

separately or adding weights to them, but these models need much improvement [6]. 
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Another way to predict success is to find some precursor to a major earthquake. Precursors are changes in 

elements in nature before an earthquake occurs. 

Earthquake scientists suggest that gas Radon concentration, strange cloud formation, earth's electromagnetic 

field changes, humidity, soil temperature, crust changes, etc. possible candidate precursors [7]. Such 

generalizations can be misleading because many cases have been found in which these precursors are present 

without the occurrence of an earthquake, and earthquakes have occurred even despite the absence of these 

precursors. According to the International Society of Seismology and Physics of the Interior of the Earth 

(IASPEI), earthquakes based on research precursors should have several qualities such as - it must be observed 

from multiple locations and instruments and must be related to the stresses and strains of the earth [8]. No 

precursors with solid evidence of earthquake prediction were found. 

Since this is a type of problem involving series of events, the solution proposed in the paper is to consider a 

binary classification of earthquake probability with training time consisting of fixed window moving averages, 

fixed of the past days while its labels, fixed window size change ahead of time. The model will be trained with 

Adaboost classifier (RandomForestClassifier and Classifier Decision) and compared with XGBoost based on 

AUC ROC score and Recall score. The model with better AUC score and larger Recall will be considered for a 

web application that uses Google maps api to predict earthquakes. 

Evaluation of an earthquake prediction method can be done using various measures such as positive and 

negative predictive value (P-1, P0), specificity (Sp), sensitivity (Sn), and accuracy, false alarm rate (FAR), R 

score, mean squared error (RMSE), mean square error (MSE), relative error (RE), mean absolute error (MAE), 

area product under the curve (AUC), chi-squared test, etc. The earthquake pattern is dependent on the area 

where the data is collected.  

This is why there is a need for a standard dataset of an earthquake on which researchers can calculate metrics to 

compare their models with previous studies. There are a number of review articles available that have evaluated 

earthquake prediction studies. In some reviews, precursor-based studies have been criticized for being based on 

scientific merit [10]. How these precursors can be used in earthquake prediction is also elaborated [11]. The use 

of 

The radon concentration to predict an earthquake is also investigated [17]. Data mining techniques are discussed 

in the study [15]. Classical ML techniques are reviewed, and their evaluation techniques are discussed in the 

study [20]. 

How rule-based techniques can operate in this area is investigated in [21]. Mignan and Broccardo [22] 

discussed DL techniques in this area. There is a missing study where all these techniques are accumulated 

together, which can be a great resource for AI researchers in the field of earthquake prediction. 

For this review, earthquake prediction studies including AI-based methods were searched in databases such as 

IEEE 

2. Data 

We pull data online from the website https://earthquake.usgs.gov/earthquakes/feed/v1.0/csv.php for the last 30 

days updated every minute (July 18, 2022 to  August 18,  2022) 

Input value to model from dataset has many important features to consider like time, latitude & longitude, depth 

of earthquake, magnitude, location, rest are features no support for sorting.  
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Figure 2. Earthquakes occurred around the world from July 18, 2022 to August 17, 2022. 

 

The problem to be solved in this paper is about binary classification, Earthquake occurs = 1 and Earthquake 

does not occur = 0 and with this prediction we try to locate the corresponding copper wires. response to the 

prediction and display it on the google maps api web app. Metrics more suitable for binary decomposition 

problems are ROC (Property of Receiver Operators), AUC (Area Under Curve), Confusion Matrix for 

Accuracy, recall, precision and sensitivity. One important thing about metric and model selection is that we 

need exactly what from the predictions and what doesn't. Strictly speaking, we need to minimize or get less of 

the so-called false-negative predictions (earthquake possible with high probability but warning not to happen) 

because we don't want the model your prediction is 0 or no earthquake will happen at a particular place when in 

fact it has actually happened because this is more dangerous than the prediction case where the prediction is true 

/ 1 or Earthquakes happen, but they don't. Therefore, in addition to the roc_auc score, I also looked at the Recall 

index to evaluate and select the model with a higher auc_roc score, where Recall = (TP / TP + FN). 

 

3. Methodology 

3.1 Decision Tree Algorithm 

A Machine Learning algorithm will usually have 2 steps: 

1. Training: From data the algorithm will learn the model. 

2. Prediction: Use the model learned from the above step to predict new values 

The decision tree is a binary tree. There are two types of nodes in this decision tree: 

1. The node has a test condition, called a conditional node. The conditional nodes all have 2 child nodes below. 

2. Node leaves; there is no condition that has the predicted result. Leaf nodes have no child nodes. 

 

To avoid the case of overfitting (the model is very accurate on the training set but inaccurate on 

the test set), there are several methods: 

o Stop condition: consider a node as a leaf node and stop the division when entropy is 0, or when 

the number of elements is less than a certain threshold; or restrict the depth of the tree 

o In addition, there are several pruning methods. 

3.2 Random Forest Algorithm 
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● Random means random, Forest means forest. The Random Forest algorithm is to randomly 

build a set of trees from the Decision Tree algorithm. Then the final result will be aggregated 

from these trees. 

 

● In the training step, many decision trees will be built, the decision trees may be different. Then 

in the prediction step, with a new data, in each decision tree we will go from the top down 

according to the conditional nodes to get the predictions, then the final result is aggregated from 

the results of the decision tree. 

 

 Building the Random Forest algorithm 

 

● Suppose our dataset has n data (sample) and each data has d attributes (feature). The 

construction steps are as follows: 

1. Randomly take n data from the dataset with Bootstrapping technique, also known as random 

sampling with replacement. That is, when the sample is 1 data, do not remove that data but keep 

it in the original data set, and then continue to sample until the sample has n data. Using this 

technique, our new data set n may have duplicate data. 

2. After sampling n data from step 1, I randomly select at k attributes (k < n). Now I have a new 

dataset consisting of n data and each data has k attributes. Then use Decision Tree algorithm to 

build the tree.  

● Since each tree builds in a random way, the results between trees may vary. Each tree is built using Decision 

Tree algorithm on different data set and using different attribute set. Then the prediction results of the Random 

Forest algorithm will be aggregated from the decision trees. 

● When using the Random Forest algorithm, we need to pay attention to attributes such as: the number of 

decision trees to build, the number of attributes used to build the tree. In addition, there are still properties of the 

Decision Tree algorithm to build a tree such as the maximum depth, the minimum number of elements in a node 

to be split. 

Advantages of Random Forest algorithm 

● In Decision Tree algorithm, when building a decision tree, if the depth is arbitrary, the tree will correctly 

classify all the data in the training set, leading to the model being able to predict badly on the validation/test set, 

then the model model is overfitting, in other words, the model has high variance. 

● Random Forest algorithm consists of many decision trees, each decision tree has random elements: 

1. Randomize data to build decision tree. 

2. Randomize the attributes to build a decision tree. 

● Because each decision tree in the Random Forest algorithm does not use all the training data, nor does it use 

all the attributes of the data to build the tree, each tree may make a bad prediction, then each model The 

decision tree model is not overfitting but can be underfitting, in other words, the model has high bias. However, 

the final result of the Random Forest algorithm is aggregated from many decision trees, so the information from 

the trees will complement each other, leading to a model with low bias and low variance, or a model with low 

bias and low variance. good predictive results. 

3.3 XGBoost Algorithm: 
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XGBoost is a new machine learning algorithm, designed with speed and performance in mind. XGBoost stands 

for eXtreme Gradient Boosting, it's simply decision trees algorithm, applying techniques to combine trees, 

smoothing training loss and regularization. 

4. Results of running models and forecasts 

We build some more properties from the data fields to show the trend and periodicity in the earthquake data. 

The new properties are seen in the image below: 

 

Figure 7. Data set used for forecasting 

After pre-processing with null value removal and feature engineering as discussed above, we implemented the 

algorithms for the classification problem. 

Adaboost classifier with estimator as Decision Classifier, Adaboost classifier with estimator as 

RandomForestClassifier and finally they used the Xgboost algorithm. 

Decision Tree Tool 

max_depth = [2,6,7], n_estimators = [200,500,700] and using gridsearch CV gives the best estimator when 

nodes are expanded until all leaves are pure or until all leaves containing less than min_samples_split = 2 

samples helps to classify with many types of features in the dataset. 

RandomForestCLassifer 

The same parameters are also used for randomforest to compare the algorithms used with gridsearchCV 

together with a hyperparamter max_features = ['auto', 'sqrt', 'log2'] which will allow to select features based on 

log(featues), sqrt(features)  

XgboostClassifier 

We didn't use CV Search grid here as it took me longer to train, hence tried max_depth same as above 

algorithms with best fit i.e. 6, learning_rate = 0.03 and gbtree is the booster 

Accuracy is not a metric to use when working with an unbalanced data set. We think it is a mistake. 

Confusion Matrix: Breaks down the predictions into a table showing the correct (diagonal) predictions and the 

types of incorrect predictions made (to which classes the incorrect predictions are assigned). 

Recall: A measure of the completeness of the classifier. 

ROC Curve: Like Accuracy and Recall, accuracy is divided into sensitivity and specificity, and models can be 

selected based on the equilibrium threshold of these values. 
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For the decision tree model 

 

Figure 8. ROC curve and the resulting parameters of the Decision Tree model  

For the Random Forest model 

 

Figure 9. ROC curve and resulting parameters of the Random Forest model Model XGBoost 

 

 



Impact Factor 3.582   Case Studies Journal ISSN (2305-509X) – Volume 11, Issue 9–Sep-2022 

http://www.casestudiesjournal.com/  Page 8 

 

Figure 10. ROC curve and the resulting parameters of the XGBoost model 

Below are the forecast results for the possibility of earthquakes in locations around the world. The last column 

gives the probability of an earthquake on the corresponding location.

 

Figure 10.1. Forecast results from August 20 to 27, 2022 
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Figure 10.2. Forecast results from August 27 to August 29, 2022 
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Figure 10.3. Forecast results from August 29 to August 30, 2022 
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Figure 10.4. Forecast results from August 30 to August 31, 2022 

5. Conclusion 

Of all the natural disasters, earthquakes are one of the most devastating when they happen suddenly, causing 

significant damage to infrastructure and taking many lives. Many of the existing prediction techniques provide 

high false alarms, so the lack of an accurate prediction procedure is a contributing factor to the catastrophic 

consequences of an earthquake. Based on AI, the methods in this paper have created a new scope for improving 

this prediction process due to their high accuracy when compared with other techniques. Such methods can 

greatly reduce the damage since the area involved can be evacuated based on the forecast. 
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